
Experiments Using Stochastic Search for Text PlanningChris Mellish, Alistair Knott, Jon Oberlander and Mick O'DonnellDepartment of Arti�cial Intelligence and Human Communication Research Centre,University of Edinburgh80 South Bridge, Edinburgh EH1 1HNEmail: fchrism,mickog@dai.ed.ac.uk, falik,jong@cogsci.ed.ac.ukAbstractMarcu has characterised an important anddi�cult problem in text planning: given a setof facts to convey and a set of rhetorical rela-tions that can be used to link them together,how can one arrange this material so as toyield the best possible text? We describe ex-periments with a number of heuristic searchmethods for this task.1 Introduction: Text Plan-ning1.1 The TaskThis paper presents some initial experimentsusing stochastic search methods for aspectsof text planning. The work was motiv-ated by the needs of the ILEX systemfor generating descriptions of musum arte-facts (in particular, 20th Century jewellery)[Mellish et al 98]. We present results onexamples semi-automatically generated fromdatastructures that exist within ILEX.Forming a set of facts about a piece of jew-ellery into a structure that yields a coher-ent text is a non-trivial problem. RhetoricalStructure Theory [Mann and Thompson 87]claims that a text is coherent just in case itcan be analysed hierarchically in terms of re-lations between text spans. Much work inNLG makes the assumption that constructingsomething like an RS tree is a necessary stepin the planning of a text. This work takes

as its starting point Marcu's [Marcu 97] ex-cellent formalisation of RST and the problemof building legal RST trees, and for the pur-poses of this paper the phrase \text planning"will generally denote the task characterised byhim. In this task, one is given a set of facts allof which should be included in a text and aset of relations between facts, some of whichcan be included in the text. The task is toproduce a legal RS tree using the facts andsome relations (or the \best" such tree).Following the original work on RST and as-sumptions that have been commonly made insubsequent work, we will assume that thereis a �xed set of possible relations (we include\joint" as a second-class relation which can beapplied to any two facts, but whose use is notpreferred). Each relation has a nucleus and asatellite (we don't consider multiple nuclei orsatellites here, apart from the case of \joint",which is essentially multinuclear). Each rela-tion may be indicated by a distinctive \cuephrase", with the nucleus and satellite beingrealised in some fashion around it. Each re-lation has applicability conditions which canbe tested between two atomic facts. For twocomplex text spans, a relation holds exactlywhen that relation holds between the nuclei ofthose spans. Relations can thus hold betweentext spans of arbitrary size.Figure 1 shows an example of the form ofthe input that is used for the experiments re-ported here. Each primitive \fact" is repres-ented in terms of a subject, verb and com-plement (as well as a unique identi�er). The1



fact('this item','is','a figurative jewel',f6).fact(bleufort,'was','a french designer',f3).fact(shiltredge,'was','a british designer',f7).fact('this item','was made by',bleufort,f8).fact(titanium,'is','a refractory metal',f4).rel(contrast,f7,f3,[]). mentions(F,O) :-rel(elab,F1,F2,[]) :- fact(O,_,_,F).mentions(F1,O), mentions(F,O) :-mentions(F2,O), fact(_,_,O,F).\+ F1=F2. Figure 1: Example Input\subject" is assumed to be the entity that thefact is \about". The approaches reported herehave not yet been linked to a realisation com-ponent, and so the entities are representedsimply by canned phrases for readability (itis assumed that each entity in the domain hasa �xed distinctive phrase that is always usedfor it). Relations are represented in terms ofthe relation name, the nucleus and satellitefacts and a list (in this example, empty) ofprecondition facts which need to have been as-similated before the relation can be used (thisrepresents an extension to Marcu's chcracter-isation). This example uses the de�nition of(object-attribute) \elaboration" that we willbe using consistently, namely that one factcan elaborate another if they have an entityin common (of course, there are other kindsof elaborations, but we would want to modelthem di�erently).1.2 Controlling Search in TextPlanningThere seem to be three main approaches tocontrolling the search for a good RS tree (orsomething similar). One is to restrict what re-lations can appear in the nucleus and satelliteof others (for instance, using Hovy's [Hovy 90]idea of \growth points"). This is a step to-wards creating \schemas" for larger pieces oftext. It can therefore be expected that it will

produce very good results in restricted do-mains where limited text patterns are used,but that it will be hard to extend it to freertext types. The second idea is to use informa-tion about goals to limit possibilities. This isan element of Hovy's work but is more appar-ent in the planning work of Moore and Paris[Moore and Paris 93]. This second approachwill work well if there are strong goals in thedomain which really can in
uence textual de-cisions. This is not always the case. For in-stance, in our ILEX domain [Mellish et al 98]the system's goal is something very generallike \say interesting things about item X, sub-ject to length and coherence constraints".The third approach, most obviously exem-pli�ed by [Marcu 97], is to use some form ofexplicit search through possible trees, guidedby heuristics about tree quality. Marcu �rstof all attempts to �nd the best ordering of thefacts. For every relation that could be indic-ated, constraints are generated saying whatthe order of the two facts involved should beand that the facts should be adjacent. Theconstraints are weighted according to attrib-utes of rhetorical relations that have been de-termined empirically. A standard constraintsatisfaction algorithm is used to �nd the lin-ear sequence such that the total weight of thesatis�ed constraints is maximal. Once the se-quence of facts is known, a general algorithm[Marcu 96] is used to construct all possible RS2



trees based on those facts. It is not clear howthe best such tree is selected, though clearlythe adjacency and order constraints could inprinciple be reapplied in some way (possiblywith other heuristics that Marcu has used inrhetorical parsing) to select a tree.We are interested in further developing theideas of Marcu, but seek to address the fol-lowing problems:1. It is not clear how scalable the approachis. Constraint satisfaction in general isintractable, and having weighted con-straints seems to make matters worse.Enumerating all RS trees that can bebuilt on a given sequence of facts alsohas combinatorical problems. Marcu'sapproach may not be much better thanone that builds all possible trees. Yetif there are enough relations to link anypair of facts (which, given the existenceof elaboration, may often be nearly thecase), the number of trees whose top nuc-leus are a speci�ed fact grows from 336to 5040 to 95040 as the number of factsgrows from 5 to 6 to 7. In our examples,we have more like 20-30 facts.2. As Marcu points out, the constraintson linear order only indirectly re
ectrequirements on the tree (because re-lated facts need not appear consecut-ively). Though in fact we will use theidea of planning via a linear sequencelater, we would like to experiment usingmeasures of quality that are applied dir-ectly to the trees. We also have a numberof factors that we would like to take ac-count of in the evaluation (see section 3below).2 Stochastic SearchBuilding a good RS tree is a search problem.Stochastic search methods are a form of heur-istic search that use the following generic al-gorithm:

1. Construct a set of random can-didate solutions.2. Until some time limit is reached,Randomly pick one or moreitems from the set, in such a wayas to prefer items with the best\scores".Use these to generate one or morenew random variations.Add these to the set, possiblyremoving less preferred items inorder to keep the size constant.Examples of stochastic search approaches arestochastic hillclimbing, simulated annealingand evolutionary algorithms. The approachesdi�er according to factors like the size ofthe population of possible solutions that ismaintained, the operations for generating newpossibilities and any special mechanisms foravoiding local maxima. They are similar toone another (and di�erent from constraintsatisfaction and enumeration approaches) inthat they are heuristic (not guaranteed to�nd optimal solutions) and they are \any-time". That is, such an algorithm can bestopped at any point and it will be able toyield at that point a result which is the bestit has found so far. This is important forNLG applications where interface considera-tions mean that texts have to be producedwithin a limited time.3 Evaluating RST treesA key requirement for the use of anystochastic search approach is the ability to as-sess the quality of a possible solution. Thuswe are forced to confront directly the task ofevaluating RST trees.We assign a candidate tree a score which isthe sum of scores for particular features thetree may have. A positive score here indicatesa good feature and a negative one indicates abad one.We cannot make any claims to have the bestway of evaluating RS trees. The problem is far3



too complex and our knowledge of the issuesinvolved so meagre that only a token gesturecan be made at this point. We o�er the fol-lowing evaluation scheme merely so that thebasis of our experiments is clear and becausewe believe that some of the ideas are startingin the right direction. Here are the featuresthat we score for:Topic and Interestingness We assumethat the entity that the text is \about" isspeci�ed with the input. It is highly desir-able that the \top nucleus" (most importantnucleus) of the text be about this entity. Alsowe prefer texts that use interesting relations.We score as follows:-10 for a top nucleus not mentioningthe subject of the text-30 for a joint relation+21 for a relation other than jointand elaborationSize of Substructures Scott and de Souza[Scott and de Souza 90] say that the greaterthe amount of intervening text between thepropositions of a relation, the more di�cult itwill be to reconstruct its message. We scoreas follows:-4 for each fact that will come tex-tually between a satellite and itsnucleusConstraints on Information OrderingOur relations have preconditions which arefacts that should be conveyed before them.We score as follows:-20 for an unsatis�ed preconditionfor a relationFocus Movement We do not have a com-plex model of focus development through thetext, though development of such a modelwould be worthwhile. As McKeown and oth-ers have done, we prefer certain transitions

over others. If consecutive facts mention thesame entities or verb, the prospects for ag-gregation are greater, and this is usually de-sirable. We score as follows:-9 for a fact (apart from the �rst) notmentioning any previously men-tioned entity-3 for a fact not mentioning anyentity in the previous fact, butwhose subject is a previouslymentioned entity+3 for a fact retaining the subject ofthe last fact as its subject+3 for a fact using the same verb asthe previous oneObject Introduction When an entity is�rst introduced as the subject of a fact, it isusual for that to be a very general statementabout the entity. Preferring this introduces amild schema-like in
uence to the system. Wescore as follows:+3 for the �rst fact with a given en-tity as subject having verb \is"4 Using Stochastic Search forText PlanningUsing the above evaluation metric for RStrees, we have experimented with a range ofstochastic search methods. Space does notpermit us to discuss more than one initial ex-periment in this section. In the next section,we describe a couple of methods based on ge-netic algorithms which proved more product-ive.4.1 Subtree SwappingThe subtree swapping approach produces newtrees by swapping random subtrees in a can-didate solution. It works as follows:1. Initialise with a tree for each combina-tion of interesting (non-elaboration) re-lations, with any fact only appearing in4



one. Make into a complete tree by com-bining together these relations and anyunused facts with \joint" relations (orbetter ones if available).2. Repeatedly select a random tree andswap over two random subtrees, repair-ing all relations. Add the new tree to thepopulation.When two subtrees are swapped over in an RStree, some of the relations indicated in the treeno longer apply (i.e. those higher relationsthat make use of the nuclei of the subtrees).These are \repaired" by in each case selectingthe \best" valid relation that really relates thetop nuclei (i.e. a non-elaboration relation ischosen if possible, otherwise an elaboration ifthat is valid, with \joint" as a last resort).We investigated variations on this al-gorithm, including having initial random bal-anced trees (including the \best" relation ateach point) and focussing the subtree swap-ping on subtrees that contributed to badscores, but the above algorithm was the onethat seemed most successful.4.2 Initial ResultsFigure 2 shows an example text generated bysubtree swapping. Note that we have takenliberties in editing by hand the surface text(for instance, by introducing better referringexpressions and aggregation). The ordering ofthe material and the use of rhetorical relationsare the only things which are determined bythe algorithm.Results for subtree swapping are shown to-gether with later results in Figure 5 (the ex-ample text shown for subtree swapping is forthe item named j-342540). The most obvi-ous feature of these results is the huge variab-ility of the results, which suggests that thereare many local maxima in the search space.Looking at the texts produced, we can see anumber of problems. Unfortunately, if thereis only one way smoothly to include a fact inthe text, the chance of �nding it by random

subtree swapping is very low. The same goesfor �xing other local problems in the text.The introduction of \the previous jewel" isan example of this. This entity can only beintroduced elegantly through the fact that it,like the current item, is encrusted with jewels.The text is still su�ering from material get-ting between a satellite and its nucleus. Forinstance, there is a relation (indicated by thecolon) between \It is encrusted with jewels"and \it has silver links encrusted asymmet-rically...", but this is weakened by the pres-ence of \and is an Organic style jewel" in themiddle).The trouble is that subtree swapping needsincrementally to acquire all good features notpresent in whichever initial tree develops intothe best solution. It can only acquire thesefeatures \accidentally" and the chances ofstumbling on them are small. Di�erent initialtrees will contain di�erent good fragments,and it seems desirable to be able to combinethe good parts of di�erent solutions. This mo-tivates using some sort of crossover operationthat can combine elements of two solutionsinto a new one [Goldberg 89]. But it is notimmediately clear how crossover could workon two RS trees. In particular, two chosentrees will rarely have non-trivial subtrees withequal fringes. Their way of breaking up thematerial may be so di�erent that it is hard toimagine how one could combine elements ofboth.5 Restricting the Space ofRST TreesAs a way of making a crossover operationconceivable, our �rst step has been to reducethe planning problem to that of planning thesequential order of the facts (in a way thatechoes Marcu's approach to some extent). Wehave done this by making certain restrictionson the RS trees that we are prepared to build.In particular, we make the following assump-tions:5



This jewel is made from diamonds, yellow metal, pearls, oxidized whitemetal and opals.It was made in 1976 and was made in London.This jewel draws on natural themes for inspiration: it uses natural pearls.It was made by Flockinger who is an English designer.Flockinger lived in London which is a city.This jewel is a necklace and is set with jewels.It is encrusted with jewels and is an Organic style jewel: it has silver linksencrusted asymetrically with pearls and diamonds.Indeed, Organic style jewels are usually encrusted with jewels.Organic style jewels usually draw on natural themes for inspiration andare made up of asymmetrical shapes.Organic style jewels usually have a coarse texture.This jewel is 72.0 cm long.The previous jewel has little diamonds scattered around its edges and hasan encrusted bezel. It is encrusted with jewels: it features diamondsencrusted on a natural shell.Figure 2: Example Text from Subtree Swapping1. The nucleus and satellite of a non-jointrelation can never be separated.2. \Joint" relations are used to connect un-related paragraphs.With these assumptions, an RS tree is char-acterised (almost) by the sequence of facts atits leaves. Indeed, we have an algorithm thatalmost deterministically builds a tree froma sequence of facts, according to these prin-ciples. (The algorithm is not completely de-terministic, because there may be more thanone non-elaboration relation that can be usedwith two given facts as nucleus and satellite {our evaluation function won't, of course, dif-ferentiate between these).The algorithm for building a tree from asequence essentially makes a tree that canbe processed by a reader with negligableshort-term memory. The tree will be right-branching and if the reader just remembersthe last fact at any point, then they can follow

the connection between the text so far and thenext fact1. Interestingly, Marcu uses \rightskew" to disambiguate between alternativetrees produced in rhetorical parsing. Here weare setting it as a much harder constraint.The only exception is \joint" relations, whichcan join together texts of any size, but sincethere is no real relation involved in them thereis no memory load in interpreting them.The �rst two assumptions above make fun-damental use of the order in which facts willappear in the text. For simplicity, we assumethat every relation has a �xed order of nucleusand satellite (though this assumption couldbe relaxed). The approach is controversial inthat it takes into account realisation order in1In fact, there is local left-branching for relationswhose nucleus is presented after the satellite, butsuch relations are often presented using embeddedclauses in a way that signals the deviation from right-branching clearly to the reader. These structures can-not be nested.6
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Figure 3: Ordinal and Path Representationsthe criterion for a legal tree. It is likely thatthe above assumptions will not apply equallywell to all types of text. Still, they mean thatthe planning problem can be reduced to thatof planning a sequence. The next experimentswere an attempt to evaluate this idea.6 Using a Genetic AlgorithmThe genetic algorithm we used takes the fol-lowing form:1. Enumerate a set of random initial se-quences by loosely following sequences offacts where consecutive facts mention thesame entity.2. Evaluate sequences by evaluating the

trees they give rise to.3. Perform mutation and crossover on thesequences, with mutation having a relat-ively small probability.4. When the \best" sequence has notchanged for a time, invoke mutation re-peatedly until it does.5. Stop after a given number of iterations,and return the tree for the \best" se-quence.Notice that although the algorithm manipu-lates sequences, the evaluation is one that op-erates on trees. Mutation is a unary operationwhich, given one sequence, generates a newone. Crossover is binary in that it generates7



This jewel is made from diamonds and yellow metals.It was made by Flockinger, who was an English designer.Flockinger lived in London, which is a city.This jewel was made in London.It is a necklace.It is made from oxidized white metal, pearls and opals.It is set with jewels.This jewel is encrusted with jewels: it has silver links encrusted asymetric-ally with pearls and diamonds.This jewel was made in 1976.It is an Organic style jewel and is 72.0 cm long.It draws on natural themes for inspiration: it uses natural pearls. Indeed,Organic style jewels usually draw on natural themes for inspiration.Organic style jewels usually have a coarse texture, are usually made up ofasymmetrical shapes and are usually encrusted with jewels.The previous jewel is encrusted with jewels: it features diamonds encrustedon a natural shell.It has little diamonds scattered around its edges and an encrusted bezel.Figure 4: Text Planned by GAnew solution(s) based on two existing ones.The choice of mutation and crossover opera-tions depends on how the sequences are in-ternally represented and should facilitate theexchange of useful subparts of solutions. Twodi�erent representations have been tried sofar. The relevant features are summarised inFigure 3.6.1 Ordinal RepresentationThe ordinal representation [Michalewicz 92]assumes that there is an initial canonical se-quence of facts (in the �gure, this is assumedto be 1,2,3,4). A given sequence is repres-ented by a sequence of numbers, where theith element indicates the position of the ithelement of the sequence in that canonical se-quence with all previous elements deleted. Sothe ith element is always a number between 1and n+1� i, where n is the length of the se-quence. Mutation is implemented by a changeof a random element to a random legal value.

Crossover (here) is implemented by two-pointcrossover - the material between two randompoints of the sequences (the same points forboth) is swapped over, yielding two new se-quences. The ordinal representation has beenused extensively for tasks such as the travel-ling salesman problem, and it has the advant-age that the crossover operation is particu-larly simple.6.2 Path RepresentationIn many ways, this is a more obvious encod-ing, though the operations are chosen to re-
ect the intuition that order and adjacencyinformation should generally be maintainedfrom old solution(s) to the new ones they giverise to. A sequence of facts is representedsimply as that sequence. Mutation selects arandom element, removes it from the sequenceand then inserts it again in a random place.Crossover inserts a random subsequence ofone solution into another, deleting duplicates8



Subtree Swapping 2000 Iterations 4000 IterationsItem facts elabs rels � � � �j-342540 28 298 13 -38.9 27.7 -15.0 39.3j-990302 25 297 13 18.5 32.6 31.6 27.9j-990811 24 274 6 -50.7 33.6 -2.2 27.6Ordinal Representation 2000 Iterations 4000 IterationsItem facts elabs rels � � � �j-342540 28 298 13 110.2 25.6 127.3 26.1j-990302 25 297 13 109.2 13.6 115.0 18.7j-990811 24 274 6 57.0 17.6 66.7 17.8Path Representation 2000 Iterations 4000 IterationsItem facts elabs rels � � � �j-342540 28 298 13 158.4 22.7 171.3 20.1j-990302 25 297 13 175.0 19.3 192.9 13.7j-990811 24 274 6 90.7 11.4 104.0 17.3Figure 5: Results for 3 Algorithmsthat occur outside the inserted subsequence.6.3 ResultsFigure 4 shows an example text producedusing the path encoding operations (forj-342540, after 2000 iterations, just under 2minutes, score 180). The same remarks abouthand editing apply as before.Figure 5 summarises the results for sub-tree swapping and the two genetic algorithmson a set of examples. These results summar-ise the mean and standard deviations of thescores of the system run 10 times. The systemwas tried with a limit of 2000 and 4000 itera-tions around the main loop of the algorithm.These took about 2 and 4 minutes respect-ively. With each example problem we havespeci�ed the number of facts, the number ofelaboration relations and the number of non-elaboration relations. Note that there is nota very clear basis for comparison between al-gorithms, since each algorithm performs dif-ferent operations during an \iteration". Nev-ertheless, since iterations take roughly thesame amount of time one can get a rough ideaof the relative performance.The example text is now in a single para-

graph, with a clear link from each sentenceto the previous ones. From the numericalresults, one can see that there is much lessvariability than before. This is mainly be-cause the rigid tree-building constraints pre-vent really bad trees being built and so theworst results are less bad. The results are alsosigni�cantly better than for subtree swapping,with the edge-sensitive representation clearlywinning.7 DiscussionIt is necessary to be careful in evaluating theseresults. The results are only as good as theevaluation function, which is certainly 
awedin major ways. The texts are of a speci�ctype, there are only three of them and wehave not used all rhetorical relations. Theevaluations are especially limited by the factthat there is no account taken of the possib-ilities for aggregation, embedding etc. in thetrees that are produced. Nevertheless the ap-proach looks promising enough that it is a realcandidate to be used with the ILEX system.Future work needs to look at improving thecharacterisation of good trees and if possible9
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